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Abstract. The semi-infinite axial next nearest neighbor Ising (ANNNI) model in the disordered phase
is treated within the molecular field approximation, as a prototype case for surface effects in systems
undergoing transitions to both ferromagnetic and modulated phases. As a first step, a discrete set of
layerwise mean field equations for the local order parameter mn in the nth layer parallel to the free surface
is derived and solved, allowing for a surface field H1 and for interactions JS in the surface plane which
differ from the interactions J0 in the bulk, while only in the z-direction perpendicular to the surface
competing nearest neighbor ferromagnetic exchange (J1) and next nearest neighbor antiferromagnetic
exchange (J2) occurs. We show that for κ ≡ −J2/J1 < κL = 1/4 and temperatures in between the critical
point of the bulk (Tcb(κ)) and the disorder line (Td(κ)) the decay of the profile is exponential with two
competing lengths ξ+, ξ− with ξ+ ∝ [T/Tcb(κ)−1]−1/2 while ξ− stays finite at Tcb. The amplitudes of these
exponentials exp(−na/ξ±) (a is the lattice spacing) are obtained from boundary conditions that follow from
the molecular field equations. For κ < κL but T > Td(κ), as well as at the Lifshitz point (κ = κL = 1/4)
and in the modulated region (κ > κL), we obtain a modulated profile mn+1 = A cos(naq + ψ)e−na/ξ,
where again the amplitude A and the phase Ψ can be found from the boundary conditions. As a further
step, replacing differences by differentials we derive a continuum description, where the familiar differential
equation in the bulk (which contains both terms of order ∂2m/∂z2 and ∂4m/∂z4 here) is supplemented
by two boundary conditions, which both contain terms up to order ∂2m/∂z2. It is shown that the solution
of the continuum theory reproduces the lattice model only when both the leading correlation length
(ξ+ or ξ, respectively) and the second characteristic length (ξ− or the wavelength of the modulation
λ = 2π/q, respectively) are very large. We obtain for Js > Jsc(κ) a surface transition, with a two-
dimensional ferromagnetic order occurring at a transition Tcs(κ) exceeding the transition of the bulk,
and calculate the associated critical exponents within mean field theory. In particular, we show that at the
Lifshitz point Tcs(κL) − Tcb(κL) ∝ (Js − Jsc)1/φL with φL = 1/4 while for κ 6= κL the crossover exponent
is φ = 1/2. We also consider the “ordinary transition” (Js < Jsc(κ)) and obtain the critical exponents
and associated critical amplitudes (the latter are often singular when κ→ κL). At the Lifshitz point, the
exponents of the surface layer and surface susceptibilities take the values γL

11 = −1/4, γL
1 = 1/2, γL

s = 5/4,
while from scaling relations the surface “gap exponent” is found to be ∆L

1 = 3/4 and the surface order
parameter exponents are βL

1 = 1, βL
s = 1/4. Open questions and possible applications are discussed briefly.

PACS. 05.50.+q Lattice theory and statistics (Ising, Potts, etc.) – 05.70.Jk Critical point phenomena –
64.60.Cn Order-disorder transformations; statistical mechanics of model systems

1 Introduction

Spatially modulated periodic structures occur in a va-
riety of condensed matter systems, and find increasing
interest [1–15], including helimagnetic structures [1,4,6,
7], magnetic layers [8], dielectric materials [3,9], ordered
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metallic alloys [2,10,11], Langmuir films [12], amphiphilic
systems [13], diblock copolymers [14,15], for instance.
This selforganization can result from competing interac-
tions, and a generic model to describe this competition
in the simplest terms is the axial next nearest neighbor
Ising (ANNNI) model [1,4,6,16]. In this model, sites i
of a (hyper)cubic d-dimensional lattice carry Ising spins
Si = ±1, which interact with a (ferromagnetic) nearest
neighbor interaction J1 > 0, while in one lattice direction
(the z-direction) a competing antiferromagnetic interac-
tion J2 < 0 is present. If the ratio κ = −J2/J1 exceeds
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a particular value κL, the system undergoes a (second or-
der) phase transition from the disordered phase to a mod-
ulated phase, characterized by a wavenumber q(κ) with
q(κ) ∝ (κ−κL)βq [17,18], βq being an (universal) exponent
characterizing the vanishing of q(κ) as one approaches the
multicritical value κL, at this so-called [17] Lifshitz point.
For κ < κL, one has a standard phase transition from a
paramagnetic phase to a ferromagnetic phase in this Ising
spin system as the temperature is lowered. Of course, the
mechanism of this competition among interactions differs
in the various systems mentioned above. E.g., in block
copolymers (AfB1−f), i.e. flexible polymer chains where
a chain of type A and length NA = fN is covalently linked
to a chain of type B and length NB = (1− f)N , the com-
petition arises between the repulsive interaction between
monomers of different kind (which would favor unmixing)
and the elastic force keeping A and B parts of the coil
closely together.

While the bulk phase behavior of such systems and
also interfacial properties (e.g. [19]) have received much
attention in the literature, the effect of free surfaces on
the ordering of modulated phases has been studied much
less, with the notable exception of surface effects on block
copolymers [20,21]. Although surface effects on the para-
magnetic – ferromagnetic phase transition have found
longstanding interest [22–25], we are not aware of any
previous work addressing surface critical behavior at a Lif-
shitz point (while surface effects at tricritical points have
been early studied [26]).

In the present paper we take a modest first step to-
wards such problems, confining our attention to a molec-
ular field theory of the ANNNI model in the disordered
phase for semi-infinite geometry. Similar as in our recent
study of the kinetics of surface enrichment in binary mix-
tures [27], the lattice approach yields a microscopic justi-
fication of boundary conditions that apply to the partial
differential equation describing the corresponding contin-
uum Ginzburg-Landau type approach in order to include
surface effects there. An alternative route using symme-
try arguments in the framework of field theory [28] might
also be useful but is left to future work. And while we pay
attention to describe the expected surface phase diagrams
– with a suitable enhancement of interactions in the sur-
face layer, the surface of a ferromagnet may order before
the bulk, as is well known, and a surface-bulk multicriti-
cal point occurs [22–25] – we do not attempt to describe
surface critical phenomena beyond the mean field level
here, although close to criticality for a Lifshitz point even
stronger deviations from mean field theory are expected
than for an ordinary critical point (remembering that the
upper critical dimension is du = 4 for Ising ferromagnets
but du = 4.5 for uniaxial Lifshitz points [17,18]).

In Section 2, we briefly recall the phase behavior of the
ANNNI model in the bulk, in the framework of molecular
field theory, and of the corresponding Ginzburg-Landau
theory. Section 3 then reviews the basic facts and defi-
nitions needed to describe surface criticality, considering
also the extensions necessary in our context. Section 4
then presents the molecular field treatment of the semi-

infinite ANNNI model, and derives its surface phase di-
agram. Section 5 then presents the derivation of suit-
able boundary conditions for the corresponding contin-
uum theory, while Section 6 considers the corresponding
free energy functional. Our conclusions are summarized in
Section 7.

2 Mean field theory of the ANNNI model
in the disordered phase: a brief review

2.1 The wavevector-dependent susceptibility

In this section we recall the basic facts about the ANNNI
model to the extent that they will be needed later, and
also introduce the necessary notation.

A convenient starting point of our discussion is the
wavevector-dependent susceptibility χ(k), which for Ising
systems in the limit where the magnetic field H tends to
zero becomes [29]

χ(k) = (kBT )−1[1− J(k)/kBT ]−1, (1)

where kB is Boltzmann’s constant, T the absolute tem-
perature, and J(k) the Fourier transform of the exchange
interactions Jij ,

J(k) =
∑
j(6=i)

Jij exp[ik · (ri − rj)] (2)

ri, rj being the position vectors of the lattice sites la-
belled by i, j. We wish to evaluate equations (1, 2) for
the ANNNI model, where we choose the nearest neighbor
exchange (J0) isotropic in all lattice directions apart from
the z direction, where we have both a nearest neighbor
exchange (J1) and a next nearest neighbor exchange (J2),

H = −J0

∑
〈i, j〉

same z

SiSj − J1

∑
〈i, j〉nn

SiSj − J2

∑
〈i, j〉nnn

SiSj

−H
∑
i

Si, (3)

and Si = ±1. Denoting the coordination number in the
(hyper) plane perpendicular to the z-axis as z‖, one finds
{writing the wavevector k as (k‖, kz)}

J(k)=z‖J0 cos(k‖a)+2J1 cos(kza)+2J2 cos(2kza), (4)

a being the lattice spacing. From equation (1) one con-
cludes that the wavevector k that yields the maximum of
J(k) defines the type of ordering (in the case of second-
order transitions). This maximum occurs for k = (0, q)
where q satisfies the equation J1 sin(qa)+2J2 sin(2qa) = 0,
which yields a nontrivial result for κ ≡ −J2/J1 > κL =
1/4,

cos(qa) = (4κ)−1, q ≈ a−1
√

2(κ/κL−1) for κ→ κL, (5)

which exhibits an exponent βq = 1/2 in mean field the-
ory. For κ → κL we have q = 0, i.e. the ferromagnetic
susceptibility diverges as T → Tcb,

kBTχ(k) = Γ̂ (1− Tcb/T )−γb(1 + k2
‖ ξ

2
‖ + k2

⊥ ξ
2
⊥)−1, (6)
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with Γ̂ = 1, γb = γMF
b = 1 and the standard mean field

result for the critical point,

kBTcb = z‖J0 + 2J1 + 2J2 = z‖J0 + 2J1(1− κ). (7)

Parallel (ξ‖) and perpendicular (ξ⊥) correlation ranges are
defined by

ξ‖ = ξ̂‖(1− Tcb/T )−νb, ξ⊥ = ξ̂⊥(1− Tcb/T )−νb, (8)

where in mean field theory the critical exponent νb = 1/2,

and the critical amplitudes ξ̂‖, ξ̂⊥ are given by

ξ̂‖ = a
√
J0/kBTcb,

ξ̂⊥ = a
√

(J1 + 4J2)/kBTcb

= a
√
J1/kBTcb (1− κ/κL)1/2. (9)

Note the critical vanishing of ξ̂⊥ as one approaches the
Lifshitz point (in general we have ξ̂⊥ ∝ (1−κ/κL)φ where
φ is the crossover exponent near the Lifshitz point [18]).
Right at the Lifshitz point, equations (1–4) yield (now
Tcb = TL = z‖J0 + 3J1/2)

kBTχ(k) = Γ̂ (1− Tcb/T )−γb(1 + k2
‖ξ

2
‖ + k4

⊥ξ
4
⊥)−1, (10)

where ξ‖ is still given by equations (8, 9) but ξ⊥ is now
given by

ξ⊥ = ξ
(L)
⊥ = ξ̂

(L)
⊥ (1− Tcb/T )−νL ,

νL =
1

4
, ξ̂

(L)
⊥ = a(J1/4)1/4. (11)

In the modulated phase, one finds

kBTχ(k) = Γ̂ (1− Tmb/T )−γb[1 + k2
‖ξ

2
‖ + (k⊥ − q)

2ξ2
⊥]−1,

(12)

with the critical temperature of the modulated phase

kBTmb = z‖J0 − 2J2 − J
2
1/(4J2)

= kBTcb + J1
κL

κ

(
κ

κL
− 1

)2

, κ > κL (13)

i.e. Tcb and Tmb merge at TL without a discontinuity in
their slope (Fig. 1).

The critical amplitude Γ̂ = 1 again, as well as γb = 1,
and in analogy with equation (8) we have

ξ‖ = ξ̂‖(1− Tmb/T )−νb, ξ⊥ = ξ̂⊥(1− Tmb/T )−νb

with νb = 1/2, but the critical amplitudes now are
given by

ξ̂‖ = a
√
J0/kBTmb,

ξ̂⊥ = a
√
J1/kBTmb

[(
1−

κ2
L

κ2

)
κ

κL

]1/2

, (14)

i.e. again it is evident that ξ̂⊥ ∝ (κ/κL−1)φ with φ = 1/2.

Fig. 1. Phase diagram of the ANNNI model in the bulk
in molecular field approximation, in the plane of variables
(kBT − z‖J0)/J1 and κ = −J2/J1. The phase transition
occurs from a paramagnetic phase (P) (characterized by a
monotonously decaying correlation function, to a ferromag-
netic phase (F) at T = Tcb(κ) for κ ≤ κL. The endpoint of
this line, TL = Tcb(κ = κL), is the Lifshitz point. For κ > κL

one has a transition from a disordered phase (D), where the
correlation function exhibits an oscillatory decay, to a phase
with modulated periodic order at T = Tmb(κ). Note that in
molecular field approximation Tcb(κ) and Tmb(κ) meet tan-
gentially at the Lifshitz point. The disorder line Td(κ) does
not mean a thermodynamic phase transition but a crossover of
the asymptotic decay of the correlation function from exponen-
tially damped oscillatory (for T > Td(κ)) to simple exponential
(for T < Td(κ)). The disorder line also merges tangentially at
TL with Tcb(κ). Note that the phase structure of the ordered
phase for κ > κL (which is characterized by a devil’s staircase
of infinitely many high-order commensurate phases [33,34]) is
not shown here.

2.2 Solution of the difference equations

For a treatment of the surface effects in the later sections
it is important to treat the problem not only in reciprocal
space but also in position space. We start from the fact
that in mean field theory every spin is aligned by the lo-
cal field acting on it; this field is written as a sum of the
external field and the contribution due to the coupling
to the neighboring spins. For the sake of simplicity, only
an inhomogeneity in the z-direction is considered. Label-
ing the lattice planes normal to the z-direction by an index
n, we have for the average magnetization Mn of the nth
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plane, n ≥ 3

Mn = tanh
1

kBT

{
H + z‖J0Mn + J1(Mn−1 +Mn+1)

+ J2(Mn−2 +Mn+2)
}
. (15)

In the limit H → 0 and in the region of the disordered
phase the tanh functions can be linearized, and hence
a linear inhomogeneous set of equations result. Setting
Mn = M̃n+Mb, Mb = H/(kBT−z‖J0−2J1−2J2) = χbH,

we recover χb = χ(k = 0) and obtain for the deviation M̃n

a homogeneous equation,

(z‖J0 − kBT )M̃n + J1(M̃n−1 + M̃n+1)

+ J2(M̃n−2 + M̃n+2) = 0, (16)

which we solve by assuming an exponential decay, M̃n ∝
exp(−na/ξ), to find

cosh(a/ξ±) = −
J1

4J2

±
1

8J2

[
4J2

1 − 16J2

(
z‖J0 − kBT − 2J2

) ]1/2
(17)

It is seen that real solutions are found only for tem-
peratures T < Td, T = Td(κ) being the “disorder
line” [30–32],

kBTd(κ)/J1 = z‖J0/J1 + (4κ)−1 + 2κ

= kBTcb(κ)/J1 +
κL

κ

(
κ

κL
− 1

)2

, κ < κL.

(18)

One sees that the disorder line in mean field theory sim-
ply is the continuation of the critical line of the mod-
ulated phase Tmb(κ)/J1, cf. equation (13). For J2 → 0
the disorder line persists to arbitrarily large temperatures,
kBTd/J1 ≈ −J1/4J2 → ∞, which agrees with the exact
result for the 1-dimensional case [30], cosh(J1/kBTd) =
exp(−2J2/kBTd), in leading order of the high tempera-
ture expansion. For a more detailed analysis of mean field
theories for the ANNNI model we refer to the literature
[33,34].

We now discuss the behavior of the correlation lengths
ξ+, ξ− near Tcb(κ). From equation (17) one can show that
for T → Tcb(κ) the length ξ− indeed stays finite, and is
given by

sinh
a

2ξ−
=
(κL

κ
− 1
)1/2

, T = Tcb(κ). (19)

The length ξ− thus diverges as the Lifshitz point is ap-
proached, while ξ− → 0 when J2 → 0 (the latter finding
applies to all temperatures, not only for T = Tcb(κ)). The
length ξ+, on the other hand, diverges for T → Tcb(κ)
in the whole range κ < κL, and one finds readily from

equation (17) for T → Tcb(κ)

ξ+ ≈ a

[
J1 + 4J2

kB(T − Tcb(κ))

]1/2

= a

√
J1

kBTcb(κ)

(
T

Tcb(κ)
− 1

)1/2(
1−

κ

κL

)1/2

, (20)

which precisely coincides with the correlation range ξ⊥, in
equations (8, 9), as expected. Somewhat further away from
Tcb(κ), however, ξ⊥(κ) and ξ+, no longer agree: ξ+ is the
true correlation length, describing the asymptotic decay of
the correlation function in real space for large distances,
and differs in general from the correlation range obtained
from the second moment of the correlation function, as
considered in equations (6–9) [35].

We now discuss the behavior in the region where 4J2
1−

16J2(z‖J0 − kBT − 2J2) < 0, so a naive application of

equation (17) would yield complex correlation lengths ξ
(c)
± .

Of course, only realMn make sense, and hence these terms
exp(−na/ξ(c)) with complex ξ have to be decomposed into
real and imaginary parts and rearranged to give

M̃n ∝ exp(−na/ξ) cos(nϕ),

or M̃n ∝ exp(−na/ξ) sin(nϕ), (21)

where now ξ and ϕ are real, and for T → Tmb as given
by equation (13) we expect to obtain ϕ = qa with q given

by equation (5), and ξ = ξ̂⊥(1 − Tmb/T )−1/2 with ξ⊥
given by equation (14). Thus when we use equation (21) in
equation (16) we find that equation (21) solves equa-
tion (16) only if

z‖J0 − kBT + J1

{
e−a/ξ(cosϕ− tan(nϕ) sinϕ)

+ ea/ξ(cosϕ+ tan(nϕ) sinϕ)
}

+ J2

{
e−2a/ξ(cos 2ϕ− tan(nϕ) sin 2ϕ)

+ e2a/ξ(cos 2ϕ+ tan(nϕ) sin 2ϕ)
}

= 0 (22)

holds identically for all n. Requiring hence that the coef-
ficient of tan(nϕ) vanishes yields

cosϕ=− (J1/4J2)/ cosh(a/ξ)→(4κ)−1 for ξ→∞. (23)

Thus ϕ = qa, equation (5), is indeed recovered for large
ξ. Using equation (23) in equation (22) yields

z‖J0−kBT−
J2

1

4J2
−2J2+

J2
1

4J2
tanh2(a/ξ)−4J2 sinh2(a/ξ)=0,

which yields ξ → ∞ for T = Tmb as given by equa-
tion (13), and for T near Tmb where tanh(a/ξ) ≈
sinh(a/ξ) ≈ a/ξ can be used. Near Tmb we recover the
result for ξ⊥ as described by equations (8, 14). Of course,
further away from Tmb the result for ξ that follows differs
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from equation (14), as expected. One finds

sinh2(a/ξ) =
1

2

{[
κ2

L

κ2
− 1 +

κL

κ
(T − Tmb)kB/J1

]
+

(−)

√[
κ2

L

κ2
−1+

κL

κ

(T − Tmb)kB

J1

]2

+
4κL

κ

(T − Tmb)kB

J1

}
·

(24)

At the Lifshitz point (κ = κL) for T → Tmb(κL) = TL

the last term under the square root yields the leading
behavior, i.e. sinh2(a/ξ) ≈

√
(T − TL)kB/J1, and hence

one recovers the behavior found in equation (11), with
νL = 1/4.

2.3 Continuum theory

Now it is also useful to derive a continuum theory from
the lattice model. This can be done by associating a
continuous functionm(z) to the discrete function M̃n with
n = za and replacing differences by differentials,

M̃n±1 = m(z)± adm/dz + (a2/2)d2m/dz2

± (a3/6)d3m/dz3 + (a4/24)d4m/dz4 + ..., (25)

and an anologuous expression applies for M̃n±2. Then
equation (16) has to be replaced by[
z‖J0−kBT+2(J1+J2)

]
m(z)+a2(J1+4J2)d2m/dz2

+ (a4/12)(J1 + 16J2)d4m/dz4 = 0. (26)

We first consider the ferromagnetic side of the phase
diagram where the coefficient of the second deriva-
tive, a2(J1 + 4J2) = a2J1(1 − κ/κL) is positive. There
equation (26) is rewritten, using equation (7)

[kB(Tcb − T )/J1]m(z) + a2(1− κ/κL)d2m/dz2

+ (a4/12)(1− 4κ/κL)d4m/dz4 = 0. (27)

Setting as above m(z) ∝ exp(−z/ξ) one obtains a bi-
quadratic equation for ξ, which yields

(a/ξ±)2 = −
6(1− κ/κL)

(1− 4κ/κL)

±

√[
6(1− κ/κL)

(1− 4κ/κL)

]2

−
12kB(Tcb − T )/J1

(1− 4κ/κL)
·

(28)

The condition that the argument of the square root is non-
negative then requires that Tcb < T < T cont

d (κ), where the
result of the continuum theory for the disorder line is

kBT
cont
d (κ)/J1 =kBTcb(κ)/J1+3(κ/κL−1)2/(4κ/κL−1),

κ > κL/4. (29)

Comparing equations (18, 29) we note agreement to lead-
ing order in (κ/κL − 1)2 only, while further away from

Tcb(κ) equation (29) deviates from equation (18); in par-
ticular, T cont

d (κ) → ∞ for κ = κL/4 = 1/16 rather than
for κ→ 0. This discrepancy, of course, must be expected,
since the continuum approximation, equations (25–28),
reproduces the lattice model only for T → Tcb where
ξ → ∞, while for temperatures above Tcb where ξ is no
longer very large, the lattice and continuum models differ.
Therefore we are interested in equation (28) only in the
limit T → Tcb(κ), and can hence simplify equation (28)
by expanding the square root to find (calling the larger
length ξ+ as in Eq. (20))

(a/ξ+)2 ≈ {kB [T − Tcb(κ)] /J1} /(1− κ/κL), (30)

(a/ξ−)2 ≈ 12(1− κ/κL)/(4κ/κL − 1). (31)

While equation (30) is identical to equation (20) for all
κ, equation (31) reduces to equation (19) again only in
the leading order of (κ/κL − 1), as expected, since for κ
away from κL ξ− is a finite length, and can no longer
be predicted reliably from the continuum approximation.
Note also that throughout the above treatment we have
considered decaying solutions only, M̃n ∝ exp(−na/ξ) or
m(z) ∝ exp(−z/ξ), respectively. Of course exponentially

growing solutions, M̃n ∝ exp(na/ξ) or m(z) ∝ exp(z/ξ)
exist as well, but yield nothing new here, and also we need
not consider them for the semiinfinite problem, although
we shall need them when we consider thin films.

In full analogy to equation (21) we try for κ ≥ κL

a solution m(z) ∝ exp(−z/ξ) cos(qz) in equation (27) to
find (remember that Tcb(κ) for κ > κL is no longer the
critical temperature, since the modulated structure orders
at Tmb(κ) > Tcb(κ), see Fig. 1).

exp(−z/ξ) cos(qz)

{
kB(T − Tcb)

J1
+ a2

(
κ

κL
− 1

)
×

[
ξ−2 − q2 +

2q

ξ
tan(qz)

]
+
a4

12

(
4κ

κL
− 1

)
×

[
ξ−4 −

6q2

ξ2
+ q4 + 4

(
q

ξ3
−
q3

ξ

)
tan(qz)

]}
= 0.

(32)

This equation is the continuum analog of equation (22),
and again we must require that the coefficient of tan(qz)
in the curly bracket must vanish identically, in order that
equation (27) holds for arbitrary z. As above (Eq. (23)),
one obtains an equation for the wavenumber q describing
the modulated structure,

q2 =ξ−2 + 6a−2 κ/κL − 1

(4κ/κL − 1)
−−−−→
κ→κL

8a−2(κ− κL) + ξ−2.

(33)

Comparing equation (33) with equation (23) we note,
using ϕ ≡ qa, that the latter equation can be re-
duced for small q and large ξ to equation (33), using
cos(qa) ≈ 1 − (qa)2/2, cosh(a/ξ) ≈ 1 + (a/ξ)2/2. How-
ever, even for ξ → ∞, equations (23, 33) agree only
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to leading order in (κ − κL), while higher order terms
differ. The condition that the differential equation, equa-
tion (27), approximates accurately the difference equation,
equation (16), is only satisfied if all characteristic lengths
are very large, both the correlation length ξ and the wave-
length of the modulation, 2π/q. Therefore the continuum
theory can describe the mean field theory of the ANNNI
model (Fig. 1) along the full region of the ferromagnetic
critical line, Tcb(κ), 0 ≤ κ ≤ κL, and at only a small part
of the critical line Tmb(κ), of the modulated phase near
the Lifshitz point (i.e., κ/κL − 1� 1).

To find the result for Tmb(κ) that would result from
equation (32) one uses equation (33) to obtain a quadratic
equation for ξ−2 which is solved by

(a/ξ)−2 = −
3(κ/κL − 1)

4κ/κL − 1
+

√
3kB(T − Tcb)

J1(4κ/κL − 1)
· (34)

At the Lifshitz point (κ = κL, Tcb = TL) the first term
on the right hand side of equation (34) vanishes, and
equation (34) reduces to equation (11) for large ξ. For
κ > κL we find from the condition ξ−2 = 0 the critical
line Tmb(κ) of the modulated phase,

kB [Tmb(κ)− Tcb(κ)]

J1
=

3(κ/κL − 1)2

4κ/κL − 1
, (35)

which agrees with equation (13) in leading order in
(κ/κL − 1)2, while higher order terms (κ/κL − 1)3, etc.
already differ. For κ > κL and T ≥ Tmb, equation (34)
yields

(a/ξ)2 ≈
1

2
kB

T − Tmb(κ)

(κ/κL − 1)J1
(36)

which agrees with the correlation length ξ⊥ as extracted
from the structure factor, equation (14), to leading order
in (κ/κL − 1).

3 Theoretical framework of surface criticality:
a brief review

Since we wish to extend the description of surface criti-
cality of standard ferromagnets [22–24] to Lifshitz points
and modulated phases, it is useful to briefly recall the ba-
sic elements of the phenomenological description of sur-
face effects on magnets within mean field theory, and thus
introduce also the basic definitions and notation.

Considering a semi-infinite nearest neighbor Ising mag-
net with a free surface at z = 0 (layer number n = 1, cf.
Fig. 2), we use the Hamiltonian (the next nearest neighbor
exchange J2 ≡ 0 here)

HNN = −J0

∑
〈i,j〉n>1

SiSj−J1

∑
n,j∈n,j∈n+1

SiSJ−Js

∑
〈i,j〉n=1

SiSj

−H
∑
i

Si −H1

∑
i∈n=1

Si. (37)

Fig. 2. Cross section perpendicular to the surface plane of a
semi-infinite simple cubic Ising magnet (or ANNNI-model, re-
spectively, the surface plane being oriented perpendicular to
the direction where the modulation appears). Nearest neigh-
bor exchange constants in the surface plane are denoted as
Js, while the exchange constants in all interior planes parallel
to the surface is J0. The nearest neighbor exchange in the z-
direction perpendicular to the surface is J1 next nearest neigh-
bor exchange in the z-direction is J2 (it is shown explicitly in
the top row only). The lattice spacing is denoted by a. In the
continuum treatment, the lateral coordinates are denoted as ρ.

Here the notation 〈i, j〉n means that the sum runs once
over all nearest neighbor pairs in layer n, and we have al-
lowed only the exchange Js in layer n = 1 to differ from the
exchange J0 in all the other layers. In addition, a surface
magnetic field H1 is admitted as usual [22–24].

3.1 The surface layer susceptibility χ11 and associated
correlation functions

Writing layerwise molecular field equations as is done
in equation (15) and linearizing them one obtains an
equation analogous to equation (16) but augmented
with a boundary condition at the surface [22–24,27]
(for simplicity we treat only H1 6= 0 but use H = 0 here)

(z‖J0 − kBT )Mn + J1(Mn−1 +Mn+1) = 0, n ≥ 2, (38)

(z‖Js − kBT )M1 + J1M2 = −H1, n = 1. (39)
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Writing Mn = Â exp(−na/ξb) one finds sinh(a/2ξb) =√
kB(T − Tcb)/J1/2 with kBTcb = z‖J0 +2J1 [36] and the

amplitude Â is determined from the boundary condition
as Â = H1 exp(a/ξb)/[kBT−z‖Js−J1 exp(−a/ξb)]. It now
is useful to define a response function χ11 [22–24]

χ11 = (∂M1/∂H1)H,T (40)

which becomes for the mean field ferromagnet χ11 =
exp(a/ξb)/[kBT − z‖Js − J1 exp(−a/ξb)]. From this re-
sult one discovers that for sufficiently large Js the sur-
face may order at a temperature Tcs above Tcb, which
is simply found from the vanishing of the denominator,
kBTcs/J1 = z‖Js/J1 + exp(−a/ξb). This “surface transi-
tion” Tcs merges at Tcb for Js = Jsc, found from ξb →∞
at Tcs = Tcb as

Jsc/J1 = J0/J1 + z−1
‖ . (41)

The point (T = Tcb, Js = Jsc) in the plane of vari-
ables (T, Js) is the surface-bulk multicritical point (Fig. 3)
[22–24]: the two-dimensional criticality (divergent corre-
lation length ξ‖ for correlations in the surface plane) and
the bulk three-dimensional criticality (divergent correla-
tion length ξb) coincide. Thus one must distinguish three
different cases for the singularity of χ11, defining a length
λ by

a/λ ≡ z‖(Jsc − Js)/J1, (42)

namely for T → Tcb we have λ nonnegative and then

χ11 ≈ J
−1
1 (a/λ)

(
1−

λ− a

ξb

)
≈ J−1

1 (a/λ)

[
1− (λ/a− 1)

√
T − Tcb√
J1/kB

]
, Js < Jsc,

χ11 ≈ J
−1
1 (a/ξb)

≈ J−1
1

√
J1/kB/

√
T − Tcb, Js = Jsc,

while for Js > Jsc the “extrapolation length” λ is negative
and hence χ11 diverges with a Curie-Weiss law at Tcs,

χ11 =
[kB(T − Tcs)]

−1 exp(a/ξb)

1−
a

2ξb
exp(−a/ξb)J1/(T − Tcb)

, Js > Jsc.

Hence defining an exponent γ11 for the singular part χsing
11

of χ11 as

χsing
11 ∝ t−γ11 (43)

where t = (T − Tcb)kB/J1 for Js ≤ Jsc but t = kB(T −
Tcs)/J1 for Js > Jsc, we find γ11 = −1/2, Js < Jsc,
γ11 = +1/2, Js = Jsc, γ11 = 1(= γb), Js > Jsc. It
is useful to recall that χ11 can be expressed as a sum
of correlation functions over spins in the surface plane
[22–24] kBTχ11 =

∑
j∈n=1〈SiSj〉, i ∈ n = 1. The scaling

relation for the spin correlation function g‖(ρ) = 〈SiSj〉
(where ρ = ρi − ρj is a vector in the surface plane,
cf. Fig. 2) then reads, d being the dimensionality (d = 3
here), g‖(ρ) = ρ−(d−2+η‖)g̃‖(ρ/ξ‖) where ξ‖ = ξb for

Js ≤ Jsc but ξ‖ = a
√
Js/kB/

√
T − Tcs for Js > Jsc. One

then finds the scaling relation

γ11 = νb(1− η‖) (44)

where νb is the critical exponent of ξb (for Js ≤ Jsc) or
of ξ‖ (for Js > Jsc), respectively. Of course, in mean field
theory one has νb = 1/2 throughout but different values
apply (νb ≈ 0.63 (d = 3), νb = 1(d = 2) [37]) beyond
mean field. The mean-field results for the exponent η‖ can
be shown to be [22–24] η‖ = 2, Js < Jsc, η‖ = 0, Js ≥ Jsc.

3.2 Surface thermodynamics and surface excess
quantities

Let us consider for the moment a thin film of thick-
ness 2L with two equivalent free surfaces of surface area
S. Then the free energy F of the system for L → ∞,
S = ∞ is split into a bulk free energy density per
spin fb(T, H) and a surface correction fs(T, H, H1) as
[22–24]. F/(SL) = fb(T,H) − L−1fs(T, H, H1). Just as
one derives bulk magnetization per spin Mb and sus-
ceptibility χb from the derivatives Mb = −(∂fb/∂H)T ,
χb = (∂Mb/∂H)T = −(∂2fb/∂H

2)T one can derive cor-
responding surface excess quantities

Ms = −(∂fs/∂H)T,H1 ,

χs = (∂Ms/∂H)T,H1 = −(∂2fs/∂H
2)T,H1 , (45a)

as well as local quantities characterizing the surface layer

M1 = −(∂fs/∂H1)T,H ,

χ11 = (∂M1/∂H1)T,H = −(∂2fs/∂H
2
1 )T,H , (45b)

χ1 = (∂M1/∂H)T,H1 = (∂Ms/∂H1)T,H

= −(∂2fs/∂H∂H1)T . (45c)

It is of interest to note that the surface excess quantities
can also be written in terms of sums over layers (we re-
fer now to semi-infinite systems again when we put ∞ as
upper limit of the sums),

Ms =
∞∑
n=1

(Mb −Mn), χs =
∞∑
n=1

(χb − χn),

noting that Mn, χn can be found by generalizing equa-
tions (45) by including a field Hn that acts on spins
in the nth layer. One then can define further critical ex-
ponents β1, βs, γ1, γs as follows

M1(H = H1 = 0) ∝ (−t)β1 , Ms(H = H1 = 0) ∝ (−t)βs ,
(46a)

χ1(H = H1 = 0) ∝ t−γ1 , χs(H = H1 = 0) ∝ t−γs . (46b)
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Fig. 3. Schematic phase diagram of the surface of a semi-infinite nearest neighbor Ising ferro-magnet (Eq. (37)) in the plane
of variables temperature T and surface exchange Js (or inverse extrapolation length λ−1, respectively, λ−1 = 0 corresponds to
Js = Jsc, cf. Eq. (42)). For Js < Jsc the surface orders at Tcb where the bulk does (“ordinary transition”), while for Js > Jsc

two dimensional order occurs at the surface region for T = Tcs(Js) the “surface transition”. Further singularities caused in the
surface quantities at T = Tcb when the bulk orders is called the “extraordinary transition”. The schematic order parameter
profiles m(z) are the continuum analogs of the layer magnetization Mn discussed in equation (38). In the absence of a surface
field, M1 < Mb for λ > 0 while M1 > Mb for λ < 0, at the surface-bulk multicritical point (λ = ∞, Js = Jsc) the order
parameter profile for H1 = 0 is perfectly flat.

In mean field theory, these exponents become for (the
“ordinary transition”, remember Mb ∝ (−t)βb , χb ∝ t−γb

with βb = 1/2, γb = 1)

β1 = 1, βs = 0, γ1 = 1/2, γs = 3/2 (47)

while at the surface-bulk multicritical point (also called
the “special transition”) Js = Jsc we have β1 = 1/2,
γ1 = 1, and neither βs nor γs are defined there since
Mn = Mb and χn = χb and hence the surface excess
quantities vanish. For the surface transition, these expo-
nents simply have the bulk (two-dimensional) values. At
this point, we recall that profiles such as Mb−Mn are con-
trolled by the transverse correlation length ξ⊥, Mb−Mn ∝
exp[−na/ξ⊥], but since for a ferromagnet as considered in
equation (37) we have ξ⊥ = ξb it follows that the singular
part of Ms simply becomes proportional to the singular
part of the product Mbξb ∝ (−t)βb−νb = (−t)0, and sim-
ilarly the singular part of χs becomes proportional to the
singular part of the product χbξb ∝ t−γb−νb = t−3/2, cf.
equation (47). It turns out that these scaling relations are
true beyond mean field theory,

βs = βb − νb, γs = γb + νb. (48)

However, care will be needed when we generalize this ap-
proach to the Lifshitz point where two correlation lengths
ξ‖, ξ⊥ with different exponents ν‖ = 1/2, ν⊥ = 1/4 need

to be used and from the above remarks it should be ob-
vious that both ξ‖ and ξ⊥ play a role in surface critical
phenomena.

As a final point of this section, we define the crossover
exponent φSB from the merging of the surface transition
at the surface-bulk multicritical point,

Tcs(Js)/Tcb − 1 ∝ (Js − Jsc)1/φSB . (49)

From equations (40, 41) it is easy to show that φSB = 1/2.
This finding justifies the shape of the phase boundaries
drawn in Figure 3, where we have also shown qualitatively
the geometric interpretation of λ (Eq. (42)).

4 Linear molecular field theory
for the semi-infinite ANNNI model: lattice
treatment

We now return to the ANNNI model, equation (3), but
consider a semi-infinite case with the same surface pertur-
bations as in equation (37); i.e., we add a term involving
J2 to that equation,

H = HNN − J2

∑
n,i∈n,j∈n+2

SiSj.
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χ1 = χb

R+N− −R−N+ − (R− −R+)[z‖(J0 − Js) + J1 + J2] + (N− −N+)J2

R+N− −R−N+
(60)

The generalization of equation (38) then simply is
equation (16), for n ≥ 3, while in both layers n = 1 and
n = 2 we now have separate boundary conditions,

(z‖Js − kBT )M̃1 + J1M̃2 + J2M̃3 =

−H1 +Mb[z‖(J0 − Js) + J1 + J2] ≡ K1, (50)

(z‖J0 − kBT )M̃2 + J1(M̃1 + M̃3) + J2M̃4 = J2Mb, (51)

which complement the equation describing the behavior
in the bulk, equation (16).

4.1 Transition to ferromagnetic order

Considering first the case κ < κL and T → Tcb(κ), the
solution of equation (16) is

M̃n=A+ exp[−(n−1)a/ξ+]+A− exp(−(n−1)a/ξ−),
(52)

where ξ+, ξ− are the two solutions of equation (17) and
the amplitudes A+, A− are found from the two boundary
conditions equations (50, 51). The surface layer magneti-
zation M1 can be written as

M1(T,H,H1) = Mb + M̃1 = Mb +A+ +A− (53)

and the surface excess magnetization Ms becomes

Ms(T,H,H1) = −
∞∑
n=1

M̃n

= −
A+

1− exp(−aξ+ )
−

A−

1− exp(−aξ− )
. (54)

Using equation (45) one then can derive also the suscepti-
bilities χ11, χ1 and χs that characterize the surface critical
behavior.

Thus the task is to obtain the amplitudes A+, A−
from the boundary conditions, equations (50, 51), which
yield a set of two linear equations A+N+ +A−N− = K1,
A+R+ + A−R− = J2Mb where we have introduced the
following abbreviations

N+ = z‖Js − kBT + J1 exp(−a/ξ+) + J2 exp(−2a/ξ+),
(55)

N− = z‖Js − kBT + J1 exp(−a/ξ−) + J2 exp(−2a/ξ−),
(56)

R+ = [z‖J0−kBT+2J1 cosh(a/ξ+)+J2 exp(−2a/ξ+)]

× exp(−a/ξ+), (57)

R− = [z‖J0−kBT+2J1 cosh(a/ξ−)+J2 exp(−2a/ξ−)]

× exp(−a/ξ−). (58)

This yields the desired susceptibilities as

χ11 = (R− −R+)/(R+N− −R−N+), (59)

see equation (60) above

and

χs = χb

{
R−[z‖(J0 − Js) + J1 + J2]−N−J2

(R+N− −R−N+)[1− exp(−a/ξ+)]

+
−R+[z‖(J0 − Js) + J1 + J2] +N+J2

(R+N− −R−N+)[1− exp(−a/ξ−)]

}
· (61)

We first assume that the common factor (R+N−−R−N+)
in the denominator of these expressions stays nonzero (and
positive) when we lower the temperature towards Tcb(κ):
then χ11 does not diverge at all, there occurs no surface
transition, rather we have the critical singularities of χ11,
χ1 and χs associated with the “ordinary” transition, i.e.
[22–25], cf. equations (45–47),

χ1 = χ̂1(κ)[T/Tcb(κ)− 1]1/2,

χs = χ̂s(κ)[T/Tcb(κ)− 1]−3/2. (62)

In order to derive explicit expressions for the critical am-
plitudes χ̂1(κ), χ̂s(κ), and to show that equations (60, 61)
indeed reduce to equation (62) in the limit T → Tcb(κ) we
recall from equations (19, 20) that ξ+ → ∞ in this limit,
while ξ− remains finite. Hence we can expand the expres-
sions N+, R+ as follows, using equation (7) for Tcb(κ),
N+ = N c

+− (a/ξ+)(J1 + 2J2), N c
+ = z‖(Js−J0)−J1−J2,

R+ = Rc
+ − (a/ξ+)J2, Rc

+ = −J2, N c
+, Rc

+ denoting
the values of these expressions at T = Tcb(κ). From
equation (60) we then find

χ1 =χb
a

ξ+

Rc
−(J1 + 2J2)− J2N

c
− + J2[J2 + z‖(Js − J0)]

Rc
+N

c
− −R

c
−N

c
+

,

(63)

which already shows that we reproduce the correct expo-
nent, since χb ∝ t−1, ξ+ ∝ t−1/2 and hence χ1 ∝ t−1/2 as
well. In order to discuss the critical amplitude, we consider
in more detail the denominator of equation (63).

In the limit where J2 → 0 (nearest neighbor case), one
can also show from equation (17) that a/ξ− →∞ and then
we have simply R+

c N
−
c − R

−
c N

+
c = J1[z‖(J0 − Js) + J1]

and noting that R−c → J1 for J2 → 0, one finds in the
nearest neighbor case the well-known result [22,24]

χ1 = χb
a

ξ+
/

[
1 + z‖

(J0 − Js)

J1

]
, (64)

which shows that in this limit equation (62) holds pro-
vided Js < Jsc, as given by equation (41). Here we are
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z‖(Jsc − J0)/J1 =

1− 3κ+ 2κ2 − exp

(
−
a

ξ−

)
[2(1− κ)2 − κ] + exp

(
−

2a

ξ−

)
(1− κ− κ2)− exp

(
−

3a

ξ−

)
κ(1− κ)

(1− κ)

(
1− 2 exp

(
−
a

−ξ

))
+ exp

(
−

2a

ξ−

)
− κ exp

(
−

3a

ξ−

) · (68)

interested in the behavior near the Lifshitz point where
ξ− also diverges (cf. Eq. (19)) and then the exponentials
in equations (56, 58) also can be expanded. This yields

χ1 = χb
(a2/ξ−ξ+)(J2

1 + 5J1J2 + 5J2
2 )

J2[J2 − z‖(J0 − Js)]
· (65)

From equation (19) we see that near the Lifshitz point
both ξ− and ξ−1

+ each contribute a term proportional to

(1−κ/κL)−1/2 and hence the singular κ-dependence can-
cels, and thus

χ̂1(κ) =
2
√
kBTcb/J1

1 + 4z‖(J0 − Js)/J1
· (66)

Next we consider the divergence of χs. From equation (61)
we conclude that for T → Tcb(κ) we have

χs ≈ χb(ξ+/a)
Rc
−[z‖(J0 − Js) + J1 + J2]−N c

−J2

Rc
+N

c
− −R

c
−N

c
+

= χb(ξ+/a). (67)

Thus the power law expected in equation (62) for χs is
indeed verified, and the critical amplitude of χs simply be-
comes the product of the critical amplitudes of χb and ξ+.

4.2 The surface transition

Next we turn to the surface transition, which occurs if Js

exceeds a critical value Jsc, which is simply found putting
Rc

+N
c
− −R

c
−N

c
+ = 0, i.e.

see equation (68) above.

Noting from equation (19) that for T = Tcb(κ),

exp(−a/ξ−) = (
√
κL/κ −

√
(κL/κ− 1))2, a tedious but

straightforward algebra yields

z‖(Jsc − J0)/J1 =

1

2
−

5

2
κ+ 2κ2 + (1− 3κ)

√
κL − κ

1

2
− 2κ+

√
κL − κ

·

(69)

For the nearest neighbor-case (κ = 0) this reduces to
equation (41), as it should, while at the Lifshitz point
κ = κL = 1/4 we find

z‖(J
L
sc − J0)/J1 = 1/4. (70)

For Js > Jsc the first divergence of χ1 and χ11 occurs not
at T = Tcb(κ) but already at T = Tcs(κ) > Tcb(κ). This
surface critical temperature is located from the condition

R+N− −R−N+ = 0, Js > Jsc, (71)

where now the full expressions for N+, N−, R+, R−
(Eqs. (55–58)) rather than their critical parts must be
used. From equations (59–61) we recognize that χ11, χ1

and χs have exactly the same type of divergence, namely

χ11 ∝ χ1 ∝ χs ∝ (T − Tcs(κ))−1, (72)

which follows because R+N− − R−N+ can be expanded
at T = Tcs(κ) for Tcs(κ) > Tcb(κ) in a Taylor series in
T − Tcs(κ) because ξ+ for T > Tcb is analytic in T (cf.
Eq. (17)).

An interesting question is to clarify how Tcs(κ) is en-
hanced beyond Tcb(κ) when Js exceeds Jsc only slightly.
In this case it is permissible to expand N+, R+ to first
order, using also kBT ≈ kBTcb(κ) = z‖J0 + 2J1 +
2J2. Using equation (69), we can rewrite this condition,
equation (71), for the surface transition as

a

ξ+
= [z‖(Js − Jsc)/J1]{(1− κ)[1− 2 exp(−a/ξ−)]

+ exp(−2a/ξ−)− κ exp(−3a/ξ−)}/D, (73)

with a denominator D

D = κz‖
Js − J0

J1
+ 1− 4κ+ 2κ2

− (2− 7κ+ 4κ2) exp(−a/ξ−)

+ (1− 2κ− κ2) exp(−2a/ξ−)

− (κ− 2κ2) exp(−3a/ξ−). (74)

From equation (73) it follows, remembering equation (20),
that for Js > Jsc the right hand side of this equation is
of order [T − Tcb(κ)]1/2 while expanding exp(−a/ξ−)
around its finite value at T = Tcb(κ) yields higher or-
der corrections of order [T − Tcb(κ)]1 only, which can be
neglected here. In this asymptotic limit, we also may re-
place Js in the denominator D by Jsc, of course. We then
find

a

ξ+
= [z‖(Js − Jsc)/J1]

(1 + 2
√
κL − κ)2

4κ2 − 8κ+ 2 + (4− 8κ)
√
κL − κ

·

(75)

At this point, it is interesting to compare this with the
corresponding approximation for κ = 0 namely (Tcb =
z‖J0 + 2J1 for κ = 0!)

a/ξb = z‖Js/J1+1− kBTcs/J1 ≈ z‖Js/J1+1− kBTcb/J1

= z‖(Js − J0)/J1 − 1 = z‖(Js − Jsc)/J1 (76)
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where in the last step equation (41) was used. Using κ = 0,
κL = 1/4 in equation (75), equation (76) is recovered as it
should be. Recalling now equation (20), we finally obtain

kB[Tcs(κ)−Tcb(κ)]/J1 = (1−κ/κL)[z‖(Js−Jsc)/J1]2

×
(1 + 2

√
κL − κ)4

[4κ2 − 8κ+ 2 + (4− 8κ)
√
κL − κ]2

· (77)

One sees that the denominator in equation (77) for κ→ κL

simply becomes 1/16, and thus the amplitude A(κ) in the
relation

kB[Tcs(κ)− Tcb(κ)]/J1 = A(κ)[z‖(Js − Jsc)/J1]1/φSB

(78)

simply vanishes linearly for κ→ κL, A(κ) = 16(1−κ/κL),
and the “crossover exponent” at the surface-bulk multi-
critical point is φSB = 1/2 throughout the ferromagnetic
phase, for 0 ≤ κ < κL.

4.3 Surface effects at the Lifshitz point
and in the modulated phase

For κ ≥ κL we use equation (21) to replace equation (52)
by

M̃n = A exp[−(n− 1)a/ξ] cos[(n− 1)φ+ Ψ ] (79)

where ξ, φ are still given by equations (23, 24), where the
amplitude A and phase Ψ have to be chosen such that
the boundary conditions equations (50, 51) are fulfilled.
This yields again a set of two linear equations for the
amplitudes Ac ≡ A cosΨ , As ≡ −A sinΨ , AcNc +AsNs =
K1,AcRc+AsRs = J2Mb, where we have introduced again
abbreviations as follows,

Nc = (z‖Js − kBT ) + J1 exp (−a/ξ) cosφ

+ J2 exp (−2a/ξ) cos 2φ, (80)

Ns = J1 exp (−a/ξ) sinφ+ J2 exp (−2a/ξ) sin 2φ, (81)

Rc = (z‖J0 − kBT ) cosφ e−a/ξ + J1 + J1e−2a/ξ cos 2φ

+ J2e−3a/ξ cos 3φ, (82)

Rs = (z‖J0 − kBT ) sinφ e−a/ξ + J1e−2a/ξ sin 2φ

+ J2e−3a/ξ sin 3φ. (83)

Using again equations (42–44, 53, 54) we find the desired
susceptibilities

χ11 = −(∂M̃1/∂K1)T = −Rs/(RsNc −RcNs), (84)

χ1 = χb

RsNc−RcNs+Rs[z‖(J0−Js)+J1+J2]−NsJ2

RsNc−RcNs
,

(85)

and

χs = (∂Ms/∂H)H1=0 = −
∂

∂H

(
∞∑
n=1

M̃n

)

= −
∂

∂H

Ac(1− e−a/ξ cosφ) +Ase
−a/ξ sin φ

1 + e−2a/ξ − 2e−a/ξ cos φ
· (86)

Since equations (12–14) imply that for κ > κL the bulk
susceptibility does stay finite when Tmb is approached, cf.
also equation (6)

χb = Γ̂ /(1− Tmb/T + q2ξ̂2
⊥) ∝ (κ/κL − 1)−1 (87)

T =Tmb, κ→ κL.

It is obvious that also none of the susceptibilities χ11, χ1

and χs diverges as Tmb is approached (provided the de-
nominator RsNc − RcNs is nonzero; the vanishing of this
denominator again locates the surface transition, as will be
discussed below). This fact is of course expected, since H
is not a field conjugate to the order parameter of the mod-
ulated phase, it is conjugate to the ferromagnetic order
parameter, and response functions to non-ordering fields
indeed must stay finite at the transition. However, singu-
larities do occur as κ → κL at T = Tmb(κ). E.g., from
equation (23) we can use cosφ = κL/κ, sinφ =√

1− κ2
L/κ

2 ≈
√

2
√

1− κL/κ to show that the singularity
of χs then becomes

χs

∣∣
T=Tmb(κ)

≈ −

(
∂As

∂H

)
H1=0

1
√

2
√

1− κL/κ

=
Rc[z‖(J0 − Js) + J1 + J2] + J2Nc

RsNc −RcNs

χb
√

2
√

1− κL/κ

∝ (κ/κL − 1)−2. (88)

Here we have used the result that RsNc − RcNs vanishes
as (κ/κL − 1)1/2, see below. In order to evaluate in more
detail the singularities of χ11, χ1 and χs as κ → κL or
as the surface transition is approached, we first note the
limiting values Nc(T = Tmb) = Nm

c , Ns(T = Tmb) = Nm
s ,

Rc(T = Tmb) = Rm
c and Rs(T = Tmb) = Rm

s , as the
transition to the modulated phase is approached,

Nm
c = z‖(Js − J0)− J1

(
1

2

κL

κ
+ κ

)
,

Nm
s =

1

2
J1

√
1−

κ2
L

κ2
,

Rm
c = J1/4, Rm

s = −κJ1

√
1−

κ2
L

κ2
·

Since

Rm
s N

m
c −R

m
c N

m
s = κJ1

√
1−

κ2
L

κ2

{
κJ1 − z‖(Js − J0)

}
,

(89)

the analog to equation (69) for the critical enhancement
Jsc needed to have a surface transition for κ > κL is

z‖(Jsc − J0)/J1 = κ. (90)
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From equation (78) we find then along the critical line of
the modulated phase

χ11 = [κJ1 + z‖(J0 − Js)]
−1 (91)

We now evaluate χ11, χ1 and χs approaching the Lifshitz
point at fixed κ = κL as a function of temperature, not-
ing that then, to leading order, φ = a/ξ as ξ → ∞.
We then find for T near TL ≈ (z‖J0 + 3J1/2)/kB that
Nc ≈ z‖(Js− J0)− 3J1/4− (1/2)J1a/ξ, Ns ≈ (1/2)J1a/ξ,
Rc ≈ (1/4)J1(1 +a/ξ), Rs ≈ −(1/4)J1a/ξ(1 +a/ξ). From
equations (78, 79, 84–86) we find hence

χ11 = [z‖(J0 − Js) + J1/4 + (1/2)J1a/ξ]
−1, (92)

χ1 =
1

2
χbJ1(a/ξ)2

×
1

[z‖(J0 − Js) + J1/4 + (1/2)J1a/ξ](1 + a/ξ)
,

(93)

and noting 1+exp(−2a/ξ)−2 exp(−a/ξ) cosφ ≈ 2(a/ξ)2,
1 − exp(a/ξ) cosφ ≈ a/ξ, exp(−a/ξ) sinφ ≈ a/ξ we see
that χs ∝ χbξ since the derivatives ∂Ac/∂H, ∂As/∂H
both are proportional to χb with constants of proportion-
ality that stay finite at TL. Defining now surface exponents
γL

11, γL
1 , γL

s at the Lifshitz point as follows

χsing
11 ∝ (T/TL − 1)−γ

L
11 , χ1 ∝ (T/TL − 1)−γ

L
1 ,

χs ∝ (T/TL − 1)−γ
L
s , (94)

and remembering that now we have to identify ξ as ξ⊥
(Eq. (11)) with ξ ∝ (T/TL−1)−1/4, we immediately derive
the exponents

γL
11 = −1/4, γL

1 = 1/2, γL
s = 5/4. (95)

These results satisfy the scaling relation (νL
b = νL

⊥ = 1/4
here)

γL
s = γL

b + νL
b = 1 + 1/4 = 5/4 (96)

which is the extension of equation (48) to a Lifshitz point.
It turns out that other scaling relations [22–24] carry over
to the present case as well, such as for instance

2γL
1 − γ

L
11 = 1 + 1/4 = γL

s = 5/4. (97)

In fact, using the scaling property of the surface excess free
energy fs(T, H, H1) following [22–24], with t = T/TL−1,

fs(T, H, H1) = t2−α
L
s f̃s(t

−∆L
bH, t−∆

L
1H1), (98)

one can express most critical exponents of interest in
terms of a surface exponent αL

s for the specific heat, with
αL

s = αL
b + νL

b = 0 + 1/4 = 1/4 at a Lifshitz point within
mean field theory, the “gap exponent” in the bulk, ∆L

b
(= 3/2 here, as for an ordinary mean field ferromagnet: the
bulk equation of state within mean field at a Lifshitz point
is identical to that of an ordinary ferromagnet), while ∆L

1
is the relevant new exponent that is the outcome of the

present calculation and could not have been guessed from
bulk properties. Noting equations (42–44), one immedi-
ately concludes [22–24]

−γL
11 = 2− αL

s − 2∆L
1 , i.e. ∆L

1 = 3/4, (99)

and the relations −γL
1 = 2 − αL

s − ∆
L
1 − ∆

L
b and −γL

s =
2 − αL

s − 2∆L
b then obviously are fulfilled with the ex-

ponent values that have been found above. It is also of
interest to consider the exponents of surface layer order
parameter (βL

1 ) and surface excess order parameter (βL
s ),

cf. equation (46)

βL
1 = 2− αL

s −∆
L
1 = 1, βL

s = βL
b − ν

L
b = 1/4. (100)

Of course, other scaling relations such as [22–24] γL
11 +

βL
1 = ∆L

1 hold as well. However, extension of scaling laws
involving correlations (e.g. Eq. (44)) is more subtle, due to
the anisotropic character of the Lifshitz point. We suggest
that νL

‖ = 1/2 should be taken in equation (44), yielding

ηL
‖ = 3/2.

Finally we consider the surface transition again, as-
suming that Js exceeds Jsc (Eq. (90)) only slightly.
Then the quantities Nc, Ns, Rc, Rs can be expanded
(since ξ is large one can simplify the relation cosϕ =
(κL/κ)/ cosh(a/ξ) ≈ (κL/κ)[1 − (a/ξ)2/2] and use
similar simplifications for cos 2ϕ, sin ϕ, etc.).

Nc ≈ z‖(Js − J0)−
1

2
J1
κL

κ
− κJ1

(
1 +

2a

ξ

)
+

1

2
J1

(
a

ξ

)2(
κ

κL
−
κL

κ

)
,

Ns ≈
1

2
J1

√
1− κ2

L/κ
2

[
1 +

1

2

(
a

ξ

)2
(2κ2

L/κ
2 − 1)

(1− κ2
L/κ

2)

]
,

Rc ≈
1

4
J1(1 + a/ξ),

Rs ≈ −κJ1

√
1− κ2

L/κ
2

[
1 +

a

ξ
+

1

2

(a/ξ)2

(1− κ2
L/κ

2)

]
,

where thus terms of order (a/ξ)2 and lower have been
kept.

Now the condition for the surface transition, RsNc −
RcNs = 0, becomes simply

κz‖/(Js−Jsc)/J1 = 2κ2(a/ξ)+(a/ξ)2(1/4−2κ2). (101)

At the Lifshitz point, where ξ/a = (J1/4kB)1/4(T −
TL)−1/4, equation (101) reduces to

kB(Tcs−TL)/J1 = 4[z‖(Js−Jsc)/J1]4, Js ≥ Jsc. (102)

Thus if we again define a crossover exponent φL
SB for the

surface-bulk multicritical Lifshitz point, we obtain

φL
SB = 1/4. (103)
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On the other hand, in the regime of the modulated
phase (κ > κL) we find an equation analogous to

equation (77), namely
(

note Eq. (14), (a/ξ)2 = kB[T −

Tmb(κ)]/
[
J1

(
κ
κL
− κL

κ

)])
kB(Tcs − Tmb(κ))/J1 =

1

κ
(1− κ2

L/κ
2)[z‖(Js − Jsc)/J1]2,

Js ≥ Jsc, (104)

and hence φSB = 1/2 also for the modulated phase. As in
equations (77, 78), the amplitude A(κ) vanishes linearly
in κL − κ as κ→ κL from above.

5 Ginzburg-Landau theory
for the semi-infinite ANNNI model

5.1 Derivation of boundary conditions

We now wish to study surface effects on the ANNNI model
in the framework of the continuum theory, equation (27).
We now use the expansion, equation (25), in the discrete
boundary conditions, equations (50, 51), to derive the fol-
lowing boundary conditions (Mn = Mb + m(z) where
z = 0 means n = 1)

(z‖Js − kBT + J1 + J2)m(0) + (J1 + 2J2)a

(
∂m

∂z

)
z=0

+ (J1 + 4J2)
a2

2

(
∂2m

∂z2

)
z=0

+ (J1 + 8J2)
a3

6

(
∂3m

∂z3

)
z=0

= −H1 +Mb[z‖(J0 − Js) + J1 + J2] = K1, (105)

and

(z‖J0 − kBT + 2J1 + J2)m(0) + (z‖J0 − kBT + 2J1

+3J2) a

(
∂m

∂z

)
z=0

+(z‖J0−kBT+4J1+9J2)
a2

2

(
∂2m

∂z2

)
z=0

+ (z‖J0 − kBT + 8J1 + 27J2)
a3

6

(
∂3m

∂z3

)
z=0

= J2Mb.

(106)

We now use kBTcb = z‖J0 + 2J1 + 2J2 for κ < κL and

use also kB(T − Tcb) = J1(a/ξ+)2(1 − κ/κL) and de-
fine an extrapolation length λ now such that for J2 = 0
equation (42) is reproduced, namely

λ =
(1− κ)a

1 + z‖(J0 − Js)/J1
· (107)

Note, however, that for Js = 0 near the Lifshitz point
(κ = κL = 1/4)λ is less than a.

We now can rewrite equations (105, 106) in the form

m(0)−

 λ+
(
a
ξ+

)2 (
1− κ

κL

)
(1+z‖(J0−Js)/J1)a

(∂m
∂z

)
z=0

+
1− 3κ

1− κ

aλ

2

(
∂2m

∂z2

)
z=0

+
5− 17κ

(1− κ)

a2λ

6

(
∂3m

∂z3

)
z=0

=
−κMb −K1/J1

1 + z‖(J0 − Js)/J1
≡ K ′1, (108)

m(0)

[
1−

1

κ

(
a

ξ+

)2(
1−

κ

κL

)]

−

[
1+

1

κ

(
a

ξ+

)2(
1−

κ

κL

)]
a

(
∂m

∂z

)
z=0

+

(
2

κ
− 7

)
a2

2

(
∂2m

∂z2

)
z=0

+

(
6

κ
− 25

)
a3

6

(
∂3m

∂z3

)
z=0

= −Mb. (109)

In these boundary conditions, we have kept terms that al-
low us to include all terms up to third order in ξ−1

+ , ξ−1
− .

As will be argued below, only terms of order ξ−3
− actually

are needed (since ξ− stays finite at Tcb), while lower or-
der terms will suffice in the vanishing inverse correlation
length ξ−1

+ .

5.2 Calculation of the surface susceptibilities
χ11, χ1 and χs

We now write the solution of equation (27) with the
boundary conditions equations (108, 109) in analogy with
equation (52) as

m(z) = A+ exp(−z/ξ+) +A− exp(−z/ξ−), (110)

where now ξ+, ξ− are given by equation (28) or
equations (30, 31), respectively. We note that in analogy
with equations (53, 54) we now have

M1(T,H,H1)=Mb +m(0) = Mb +A+ +A−, (111)

Ms(T,H,H1)=−
1

a

∫ ∞
0

m(z)dz=−(ξ+/a)A+−(ξ−/a)A−.

(112)

Of course, expanding the exponentials in equation (54)
we immediately recover equation (112), while terms in
the next order of the expansion of 1 − exp(−a/ξ±) ≈
a/ξ± − (−a/ξ±)2/2± ... are already missed. Therefore
the continuum theory can describe the leading singu-
larities of χ11, χ1 and χs only, as is well known from
the nearest neighbor case [22–24], cf. also Section 2.3.
Inserting equation (110) in the boundary conditions,
equations (108, 109), one obtains A+N+ + A−N− = K ′1,
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A+R++A−R− = −Mb, where the abbreviations N+, N−,
R+, R− now take the form

N+ = 1 +
λ

ξ+
+

1− 3κ

2(1− κ)

aλ

ξ2
+

+
1− 7κ

6(1− κ)

a2λ

ξ3
+

, (113)

N− = 1+
λ

ξ−
+

1−3κ

2(1−κ)

aλ

ξ2
−

+
1−4κ

1−κ

a2λ

ξ2
+ξ−
−

5−17κ

6(1−κ)

a2λ

ξ3
−
,

(114)

R+ = 1 +
a

ξ+
+

1

2

(
a

ξ+

)2

+
1

6

(
a

ξ+

)3

, (115)

R− = 1 +
a

ξ−
+

(
1

κ
−

7

2

)(
a

ξ−

)2

−

(
1

κ
− 4

)(
a

ξ+

)2

+
a3

ξ2
+ξ−

(
1

κ
− 4

)
−

(
1

κ
−

25

6

)(
a

ξ−

)3

. (116)

Noting that

∂K ′1
∂H

= −χb,
∂K ′1
∂H1

=
J−1

1

1 + z‖(J0 − Js)/J1
,

and using the abbreviation ∆ = R+N− − R−N+ we find
the desired susceptibilities χ1, χ11 from equation (111) as

χ1 = χb
(∆+N+ −N− −R+ +R−)

∆
, (117)

J1χ11 =
λ

a

(R+ −R−)

(1− κ)∆
· (118)

The denominator ∆ becomes

∆ =

(
a

ξ−
−
a

ξ+

)(
λ

a
−1

)
+

(
a2

ξ2
−
−
a2

ξ2
+

)[
1−3κ

2(1−κ)

λ

a
−

(
1

κ
−

7

2

)]
+
a3

ξ3
−

[
1

κ
−

25

6
−
λ

a

5− 17κ

6(1− κ)

]
+

a2λ

ξ2
−ξ+

[
1− 3κ

2(1− κ)
−

(
1

κ
−

7

2

)]
+O

(
a3

ξ2
+ξ−

,
a3

ξ3
+

)
(119)

while the term appearing in the leading order in the nu-
merator of equation (117) becomes, keeping only the term
of order ξ−1

+ ,

∆+R−−R++N+−N−≈

(
a2λ

ξ2
−ξ+

)[
1−3κ

2(1−κ)
−

1

κ
+

7

2

]
,

and thus χ1 becomes

χ1 = χb
aλ

ξ+ξ−

(1− 3κ)/2(1− κ)− 1/κ+ 7/2

(λ/a− 1)

−−−−→
κ→κL

χb
a2

ξ+ξ−

1

1 + 4z‖(J0 − Js)/J1
· (120)

Thus we see that it is indeed a term appearing in the
third order of the inverse correlation lengths which dom-
inates the behavior of χ1. Using now the fact that χb =
Γ̂ (T/Tcb − 1)−1 with Γ̂ = 1 while

a/ξ+ ≈ (T/Tcb − 1)1/2

(
z‖
J0

J1
+

3

2

)1/2

(1− κ/κL)−1/2,

one finds that near κ = κL = 1/4

χ1 ≈ 2

(
z‖
J0

J1
+

3

2

)1/2
(T/Tcb − 1)−1/2

1 + 4z‖(J0 − Js)/J1
(121)

i.e. the critical amplitude of the surface layer susceptibil-
ity χ1 does not show a singular behavior as κ → κL, in
leading order. Equation (121) is in full agreement with the
corresponding result of the difference equation treatment,
equation (66), as it should be.

While the numerator of equation (117) had to be cal-
culated to 3rd order in the inverse correlation lengths to
pick up the critical singularities, for the calculation of the
critical part of χ11 it suffices to keep terms up to second
order in ξ−2

+ , ξ−2
− and ξ−1

+ ξ−1
− . One obtains

J1χ11 =

[
1 +

(
1

κ
−

7

2

)(
a

ξ−
+

a

ξ+

)]
λ/a

1− κ

1−
λ

a
+

(
a

ξ−
+

a

ξ+

)[(
1

κ
−

7

2

)
−

λ

2a

1− 3κ

1− κ

] ·
(122)

Equation (122) is applicable only in between the disorder
line Td(κ) and the critical line Tcb(κ), (cf. Fig. 1), i.e. in a
very narrow region of the phase diagram. At the disorder
line, we have for κ near κL, (cf. Eq. (29)) a/ξ+ = a/ξ− =√

2(1− κ/κL)1/2, a/ξ− + a/ξ+ = 2
√

2(1− κ/κL)1/2 while
at the critical line we have (cf. Eqs. (30, 31)),

a

ξ−
+
a

ξ+
= 2

√
1−

κ

κL
+

1√
1− κ/κL

[
kB

(T − Tcb(κ))

J1

]1/2

.

Thus we recognize the singularity of χ11 at Tcb(κ),
provided Js < Jsc so no surface transition occurs,

χ11 = χcrit.
11 − Γ̂11(κ)

{
kB

[T − Tcb(κ)]

J1

}1/2

, (123)

with

χcrit.
11 =

4λ

3aJ1

1 +
√

1− κ/κL

1−
λ

a
+

(
1−

λ

3a

)√
1− κ/κL

, (124)

Γ̂11(κ) =
J−1

1 (2λ/3a)2(1− κ/κL)−1/2[
1−

λ

a
+
√

1− κ/κL(1− λ/3a)

]2 · (125)

Remember that near the Lifshitz point for Js < Jsc the
length λ is less than a, hence the denominator of χcrit.

11 is
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positive, as it should be. For κ → κL the critical value
χcrit.

11 stays finite, while the amplitude Γ̂11(κ) diverges, as
equation (125) clearly demonstrates.

From equation (112) we finally conclude that the dom-
inant term of the singularity of χs is

χs = −
ξ+

a

∂A+

∂H
= −(ξ+/a)χb

(R− −N−)

∆

and noting that, to leading order, R−−N− ≈ (a/ξ−)(1−
λ/a) we recover equation (67), as expected. The result
[22–24] that the amplitude of χs for Js < Jsc is indepen-
dent of Js thus holds throughout the region κ < κL as
well.

5.3 The surface transition for κ < κL revisited

From equation (124) we can locate the critical enhance-
ment Jsc for the occurrence of a surface transition from
the condition χcrit.

11 →∞, i.e.

λc

a
=

1 +
√

1− κ/κL

1 +
√

1− κ/κL/3
, (126)

which can be rewritten with the help of equation (107) as

z‖(Jsc − J0)

J1
=

1

4

1 + 3
√

1− κ/κL

1 +
√

1− κ/κL

≈
1

4
+

1

2

√
1− κ/κL.

(127)

The same result follows from equation (69) to leading or-

der in
√

1− κ/κL near κL = 1/4, while higher order terms

in
√

1− κ/κL in equation (69) would differ from equa-
tion (127), since the differential equation misses the cor-
rect magnitude of the (finite) length ξ− if one moves fur-
ther away from the Lifshitz point. The correct dependence
of Jsc(κ) over the full range of κ cannot be reproduced by
the continuum theory.

For Js > Jsc the first singularity of χ11 occurs at a tem-
perature Tcs(κ) > Tcb(κ), the surface transition tempera-
ture, which we find from the vanishing of the denominator
in equation (122), to leading order of Js near Jsc,

kB
Tcs − Tcb(κ)

J1
=

(
1−

κ

κL

)[
4z‖(Js − Jsc)

J1

]2

· (128)

As a result, we see that Tcs − Tcb(κ) ∝ (Js − Jsc)1/φ,
with φ = 1/2 along the ferromagnetic transition line, as
expected. A nontrivial feature of equation (128) is the van-
ishing of the amplitude of this surface transition line as
κ→ κL.

5.4 Behavior for κ ≥ κL

While equations (105, 106) hold for all values of κ,
equations (108, 109) cannot be used here since we have to
use Tmb(κ) and ξ according to equation (36) rather than

Tcb(κ), ξ+ which are of physical significance for κ < κL

only. Noting from Section 5.2, however, that the third or-
der term (ξ2

−ξ+)−1 in the numerator of equation (117)
did not arise from any of the third derivatives in equa-
tions (105, 106), we henceforth omit them altogether, and
keep only second-order derivatives in the boundary con-
dition. Thus we find from equation (106), keeping only
leading terms in (1−κ/κL) by using κL/κ ≈ 1−(κ/κL−1),

m(0)

[
1−

2

κ

(
a

ξ

)2(
κ

κL
− 1

)]
− a

∂m

∂z

∣∣∣∣
z=0

+

(
2

κ
− 7

)
a2

2

(
∂2m

∂z2

)
z=0

= −Mb, (129)

which is the analog of equation (109), and subtracting
equations (105, 106) we find

m(0)− λ

(
∂m

∂z

)
z=0

+
1− 3κ

1− κ

aλ

2

(
∂2m

∂z2

)
z=0

= K ′1,

(130)

which is identical with equation (108) if in the latter equa-
tion only terms of second order in ξ−1 and second deriva-
tives are kept. As expected, to leading order – when one
neglects the term of order ξ−2 in equation (129) and the
analogous term in equation (109), equations (129, 130)
apply both for κ ≤ κL and κ ≥ κL, as expected.

We now have to solve equations (129, 130) by the con-
tinuum analog of equation (79), i.e.

m(z) = A cos(qz + Ψ) exp(−z/ξ), (131)

and thus again using Ac = A cosΨ,As = −A sinΨ we find
AcNc + AsNs = K ′1, AcRc + AsRs = −Mb, with (using
also Eq. (33))

Nc = 1−
λ

a

1− 3κ

1− κ

(
κ

κL
− 1

)
+
λ

ξ
(132)

Ns = −λq −
1− 3κ

1− κ

qλa

ξ
, (133)

Rc = 1−

(
2

κ
− 7

)(
κ

κL
− 1

)
+
a

ξ
−

2

κ

(
a

ξ

)2(
κ

κL
− 1

)
,

(134)

Rs = −qa−

(
2

κ
− 7

)
qa2

ξ
· (135)

In analogy to equations (84–86) we write the susceptibil-
ities (∆ ≡ RsNc −RcNs)

J1χ11 =
[(λ/a)/(1− κ)]Rs

∆
, (136)

χ1 =
χb(∆+Ns −Rs)

∆
(137)
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J1χ11 ≈

[
λ/a

1− κ

] [
1 +

(
2

κ
− 7

)
a

ξ

]
{

1−
λ

a

[
1− 2

(
κ

κL
− 1

)
1− 5κ+ 5κ2

κ(1− κ)

]
+
a

ξ

(
2

κ
− 7

)
−
λ

ξ

1− 3κ

1− κ

} · (140)

χ1 = χb

(
2λ

a

) (
κ

κL
− 1

)
1− 5κ+ 5κ2

κ(1− κ)
+

(
a2

ξ2

)
κ

1− κ{
1−

λ

a

[
1− 2

(
κ

κL
− 1

)
1− 5κ+ 5κ2

κ(1− κ)

]
+
a

ξ

(
2

κ
− 7

)
λ

ξ

1− 3κ

1− κ

} · (142)

and

χs = −
∂

∂H

1

a

∫ ∞
0

m(z)dz

=

(
a2

ξ2
+ a2q2

)−1
∂

∂H

(
aqAs −

a

ξ
Ac

)
=

(
a2

ξ2
+a2q2

)−1

χb

[
aq(Rc−Nc)+

a

ξ
(Rs−Ns)

]
/∆

(138)

From equations (132–135) one finds

∆ = −qa

{
1−

λ

a

[
1− 2

(
κ

κL
− 1

)
1− 5κ+ 5κ2

κ(1− κ)

]
−
λ

ξ

1− 3κ

1− κ
+
a

ξ

(
2

κ
− 7

)
+

2λa

ξ2

κ

1− κ

}
,

(139)

and hence

see equation (140) above.

At the Lifshitz point, κ = κL = 1/4, this reduces to

J1χ11 =
(4λ/3a)(1 + a/ξ)

1 + a/ξ − (λ/a)(1 + a/3ξ)

≈

[
1−

λ

a

(
1−

2a

3ξ

)]−1

, (141)

which agrees with equation (92), as it should. From equa-
tion (140) we see that for κ > κL χ11 has a singularity
of the same form as on the ferromagnetic side, κ < κL,
namely as given by equation (123), only Tcb(κ) is replaced
by Tmb(κ). For χ1, however, we find from equation (137)

see equation (142) above

For κ > κL the bulk susceptibility χb stays finite – it is
only χ(k) that diverges for k⊥ = q as T → Tmb while
χb = χ(k = 0) does not diverge. Thus the response of M1

to a bulk field H is no more singular than the response to

a surface field H1, as expected, since H is not the “order-
ing field” of the modulated phase. At the Lifshitz point,
however, we obtain

χ1 =
χb(2aλ/3ξ2)(

1−
λ

a
+
a

ξ
−

λ

3ξ

)

=

1

2
χbJ1

(
a2

ξ2

)
J1

4
+ z‖(J0 − Js) + 3

(
a

ξ

)
J1

4
+ z‖(J0 − Js)

a

ξ

,

(143)

which agrees with equation (93) to leading order, as it
should.

Finally we consider the surface transition again, which
can be located by requiring that the denominator of
equations (140, 141) vanishes already for temperatures
T > Tmb(κ) where ξ is still finite, i.e.

1−
λ

a

[
1− 2

(
κ

κL
− 1

)
1− 5κ+ 5κ2

κ(1− κ)

]
+
a

ξ

(
2

κ
− 7

)
−
λ

ξ

1− 3κ

1− κ
= 0. (144)

It is convenient to introduce the critical value λc corre-
sponding to the critical surface exchange Jsc enhancement
where the surface transition Tsc(κ) merges with Tmb(κ)
and hence ξ =∞. This critical value is

λc

a
=

[
1− 2

(
κ

κL
− 1

)
1− 5κ+ 5κ2

κ(1− κ)

]−1

, (145)

and hence the bulk correlation length ξs = ξ(Tcs(κ)) at
the temperature T = Tcs(κ) of the surface transition can
be written as

a

ξs
=

λ/λc − 1

2

κ
− 7−

λ

a

1− 3κ

1− κ

≈
λ/λc − 1

2

κ
− 7−

λc

a

1− 3κ

1− κ

, (146)

where in the last step we have restricted attention to the
leading order in λ/λc−1. Since ξ(T ) is given as (Eq. (36))
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(a/ξ)2 ≈ kB[T − Tmb(κ)]/[2J1(κ/κL − 1)], equation (146)
immediately yields the behavior of Tcs(κ) in the vicinity
of Tmb(κ) namely

kB[Tcs(κ)− Tmb(κ)]

J1
=

2

(
κ

κL
− 1

)(
λ

λc
− 1

)2

[
2

κ
− 7−

λc

a

1− 3κ

1− κ

]2 · (147)

The leading behavior near κL = 1/4 is

kB[Tcs(κ)− Tmb(κ)]

J1
≈

9

2

(
κ

κL
− 1

)(
λ

λc
− 1

)2

≈ 8

(
κ

κL
− 1

)
(Js − Jsc)2z2

‖

J2
1

(148)

which should be compared to the analogous result from
the lattice calculation, namely equation (104). Note, how-
ever, that equations (128, 148) should only be used in the
immediate vicinity of κ = κL, while equations (69, 77,
104) hold over the full range of κ, see Figure 4.

6 Free energy of the semi-infinite
ANNNI model

For analytic treatments beyond the mean field approxi-
mation the continuum version of the (nonlinear) free en-
ergy functional of mean field theory is a useful starting
point. Therefore we derive this functional explicitly, in-
cluding the bare surface free energy terms, cf. [22–24], in
the present section.

Again we start from the lattice version, writing the
free energy, per lattice plane as F = E − TS considering
both internal energy E and entropy S as functionals of the
set of layer magnetizations {Mi}, i = 1, 2, . . . , Nz → ∞.
The entropy is

S

kB
=−

Nz∑
i=1

[
1 +Mi

2
ln

(
1 +Mi

2

)
+

1−Mi

2
ln

(
1−Mi

2

)]

≈ Nz ln 2−
Nz∑
i=1

(
1

2
M2
i +

1

12
M4
i

)
,

(149)

where in the following the additive constant Nz ln 2 will
be omitted. The energy is written by replacing the
spins Si in the ith plane by their averages Mi in the
Hamiltonian, which yields (note that in Eq. (3) each bond

Fig. 4. Some examples of surface phase diagrams of
the ANNNI model, plotting the surface phase transition
kBTcs(κ)/J1 and the bulk transition (kBTcb(κ)/J1 for κ ≤ κL

and kBTmb(κ)/J1 for κ > κL respectively), vs. z‖(Js − Jo)/J1.
Note that by the subtraction of z‖Jo/J1 from all transition
temperatures there is no further dependence on the ratio
Jo/J1 or on z‖. The surface exchange at the special transition
(Js = Jsc) first decreases as κ increases up to its minimum
value at the Lifshitz point (κ = κL = 1/4) and then increases
again. Only the leading power law of Tcs−Tcb ∝ (Js−Jsc)

1/φSB

is shown in all cases (note φSB = 1/2 for κ 6= κL but
φSB = φL

SB = 1/4 for κ = κL), using equations (77, 104), re-
spectively. Note that the amplitude of the quadratic variation
[Tcs(κ)− Tmb(κ)]/J1 ∝ [(Js − Jsc)z‖/J1]2 is 40/27 for κ = 3/8
already – the linear vanishing of this amplitude as κ → κL

(Eq. (148)) is relevant in the immediate vicinity of κL only.

is counted once)

E =−
z‖Js

2
M2

1−M1(H1+H)−
1

2
J1M1M2−

1

2
J2M1M3

−
z‖J0

2
M2

2−M2H−
1

2
J1M2(M1+M3)−

1

2
J2M2M4

−
Nz∑
i=3

[
z‖J0

2
M2
i +MiH +

1

2
J1Mi(Mi−1 +Mi+1)

+
1

2
J2Mi(Mi−2 +Mi+2)

]
.

(150)
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Omitting the term M4
i /12 in equation (149) the equilib-

rium condition (
∂F

∂Mi

)
T,{Mj 6=i},H,H1

= 0 (151)

yields exactly the set of equations (16, 50, 51), as it should.

We now again wish to transform differences into dif-

ferentials, using equation (25), and interpret
∑Nz
i=1 . . . as∫∞

0
dz
a . . . in the limit Nz →∞. However, care is necessary

in making this substitution since in the entropy the lower
limit of the summation indeed is i = 1 (Eq. (149)) while in
E it is i = 3 (Eq. (150)). In order to treat bothE and S on
an equal footing, we formally define also magnetizations
M0,M−1 in the non-existing planes adjacent to the other
side of the free surface, and subtract the terms generated
in this way such that equation (150) is recovered. Thus

F =
Nz∑
i=1

[
1

2
(kBT − z‖J0)M2

i +
1

12
kBTM

4
i −MiH

−
1

2
J1Mi(Mi−1 +Mi+1)

−
1

2
J2Mi(Mi−2 +Mi+2)

]
−

1

2
M2

1 z‖(Js − J0)−M1H1 +
1

2
J1M1M0

+
1

2
J2M1M−1 +

1

2
J2M2M0. (152)

Writing out the first two terms in the sum of equa-
tion (152) explicitly it is easy to check that equation (152)
reduces to equations (149, 150).

Using now equation (25) we find

F =
1

a

∫ ∞
0

dz

{
1

2
m2(z)

[
kBT − (z‖J0 + 2J1 + 2J2)

]
+

1

12
kBTm

4(z)−m(z)H

−
a2

2
(J1+4J2)m(z)

∂2m

∂z2

−
a4

24
(J1+16J2)m(z)

∂4m

∂z4

}
+

1

2
m2(0)

[
z‖(J0 − Js) + J1 + 2J2

]
−m(0)H1 −

1

2
(J1 + 2J2)am(0)

∂m

∂z

∣∣∣∣
z=0

−
1

2
J2a

2

[(
∂m

∂z

)
z=0

]2

+
1

2
(J1+6J2)a2m(0)

∂2m

∂z2

∣∣∣∣
z=0

·

(153)

Integrating by parts we can reduce this result to the stan-
dard form containing in the free energy (∂m/∂z)2 and

(∂2m/∂2z)2 terms,

F =
1

a

∫ ∞
0

dz

{
1

2
m2(z)[kBT − (z‖J0 + 2J1 + 2J2)]

+
1

12
kBTm

4(z)−m(z)H

+
a2

2
(J1 + 4J2)

(
∂m

∂z

)2

−
a4

24
(J1 + 16J2)

(
∂2m

∂z2

)2
}

+
1

2
m2(0)[z‖(J0 − Js) + J1 + 2J2]

−m(0)H1+J2am(0)
∂m

∂z

∣∣∣∣
z=0

−
1

2
J2a

2

[(
∂m

∂z

)
z=0

]2

+
1

2
(J1 + 6J2)a2m(0)

∂2m

∂z2

∣∣∣∣
z=0

· (154)

In this expression, we have neglected in the boundary
condition all derivatives of higher than second order.
Equation (154) is the central result of this section. We
see that it has the general form

F =
1

a

∫ ∞
0

dzf

(
z,
∂m

∂z

)
+ F (bare)

s (155)

where the bare surface free energy depends on the surface
layer magnetization m(z = 0) and its low-order deriva-
tives, as expected. In the nearest neighbor case (J2 = 0),
both the term involving (∂2m/∂z2)2 in the bulk and
∂2m/∂z2|z=0 at the surface can be neglected, and then

F
(bare)
s reduces to the well-known standard result [22–24]

F (bare)
s = −m(0)H1 +

1

2
m2(0)[z‖(J0 − Js) + J1], J2 = 0

(156)

as expected. If one is not interested in the specific prop-
erties of the lattice model, one generalizes equation (156)
as

F (bare)
s = −m(0)H1 +

c

2
m2(0), (157)

where c is some coefficient. For the ANNNI model, the

bare surface free energy F
(bare)
s now contains three ad-

ditional terms, as equation (154) shows. While in the
variational minimization of equation (155) the simple
structure of equation (156) yields a single boundary con-
dition for ∂m/∂z|z=0, the more complicated structure of
equation (154) is responsible for the two boundary con-
ditions for ∂m/∂z|z=0 and ∂2m/∂z2|z=0, to which equa-
tions (105, 106) can be reduced if the irrelevant terms of
order (∂3m/∂z3)z=0 are omitted.

7 Conclusions

In this paper, a first study of surface effects on the crit-
ical behavior of the ANNNI model has been presented,
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as a generic model for systems with a uniaxial Lifshitz
point separating ferromagnetic and modulated types of
ordering. This study has been restricted to the mean field
limit of the disordered phase throughout. In addition, we
have assumed that the direction normal to the surface co-
incides with the axis along which competing ferro- and
antiferromagnetic interactions and hence a possible mod-
ulation of long range order can occur. With a suitable
enhancement of the (nearest neighbor) interaction Js in
the surface plane relative to the interaction J0 in planes
parallel to the surface in the interior of the system, a ferro-
magnetic “surface transition” (two dimensional long range
order of ferromagnetic character in the surface plane) can
occur, at a transition temperature Tcs that is higher
than the transition temperature of the bulk, irrespec-
tive whether the transition is to a ferromagnetic long
range order (at Tcb(κ) with κ = −J2/J1, the ratio of ex-
change interactions between next nearest (J2) and nearest
(J1) neighbor interactions in the axial direction, less than
κL = 1/4, the value at the Lifshitz point) or to modu-
lated long range order (κ > κL). If we were to consider
competing interactions also in the surface plane, a two-
dimensional modulated phase in the surface plane could
also occur – but this case is out of consideration here and
is left to future work.

While for κ > κL and temperatures in between Tcb(κ)
and the disorder line Td(κ), which merges with Tcb(κ)
for κ = κL, the order parameter profile of the fer-
romagnet differs from its bulk value by two exponen-
tials, M̃(z) = A+ exp(−z/ξ+) + A− exp(−z/ξ−) for κ >

κL this deviation has a modulated character, M̃(z) =
A exp(−z/ξ) cos(qz + Ψ). While for T → Tcb(κ) the lead-
ing correlation length ξ+ shows a mean-field type diver-
gence, ξ+ ∝ (T/Tcb − 1)−1/2, and for T → Tmb(κ > κL)
the length ξ diverges similarly, ξ− ∝ (T/Tmb − 1)−1/2,
the second lengths, ξ− and Λ = 2π/q stay finite at the re-
spective transition, but show a divergence as κ approaches
the value κL at the Lifshitz point, ξ− ∝ (1 − κ/κL)−1/2,
or Λ ∝ (1 − κL/κ)−1/2, respectively. As is well known,
for κ = κL = 1/4 the correlation length ξ has a weaker
divergence as T → TL, ξ ∝ (T/TL − 1)−1/4, and thus
for κ close to κL the correlation lengths ξ+ or ξ have a
singular dependence on κ/κL − 1, in order to have com-
patibility with the different divergence of ξ at κ = κL

itself, i.e. ξ+ ∝ (1 − κ/κL)1/2(T/Tcb(κ) − 1)−1/2 or ξ ∝

(κ/κL − 1)1/2 (T/Tmb(κ)− 1)−1/2, respectively.

Similar singularities can now be identified in many
surface-related properties as well. E.g., for Js > Jsc(κ)
we find a “surface transition” at a transition temperature
Tcs(κ) which behaves as:

for κ < κL

Tcs(κ)− Tcb(κ) ∝

(
1−

κ

κL

)[
Js

Jsc(κ)
− 1

]2

;

for κ = κL

Tcs(κL)− TL(κL) ∝ [Js/Jsc(κL)− 1]4;

and for κ > κL

Tcs(κ)− Tmb(κ) ∝ (κ/κL − 1)[Js/Jsc(κ)− 1]2.

Note that Jsc(κ) decreases from κ = 0 to a minimum
value at κ = κL and from there it increases again
(z‖(Jsc − J0)/J1 = κ). The singularities of susceptibilities
χs, χ1, χ11 in all cases are of simple Curie-Weiss types as
T approaches Tcs(κ) from above.

We emphasize that for characterizing the parameters
A+, A−{or A,Ψ} of the surface excess order parameter
profile one needs two boundary conditions, and a single
boundary condition as is used in the standard ferromag-
netic problem would not be sufficient. There two bound-
ary conditions emerge naturally from the lattice version
of the mean field theory, since the equations of the lo-
cal order parameter both in the surface plane (M1) and
in the adjacent interior plane (M2) differ from the corre-
sponding equation in the bulk. Transforming differences
into differentials, one obtains a differential equation for
the order parameter profile m(z), which must include
terms up to the order ∂4m(z)/∂z4 since the coefficient
of the term ∂2m/∂z2 changes sign at the Lifshitz point.
This differential equation at the bulk is supplemented by
two boundary conditions at the surface, including terms
in m(z = 0), ∂m/∂z|z=0 and ∂2m/∂z2|z=0, respectively.
Correspondingly the free energy functional involves a bare

surface free energy F
(bare)
s that has not just the form

F
(bare)
s = 1/2 cm2(z = 0) −m(z = 0)H1 as for the sim-

ple ferromagnetic case [22–24], but includes terms of the
form (m∂m/∂z)z=0(∂m/∂z)2

z=0 and m(∂2m/∂z2)z=0, re-
spectively. Coefficients of all these terms have been derived
explicitly in terms of the microscopic interaction parame-
ters. In this respect, our treatment differs basically from
the treatment of surface effects on the lamellar phase of
block copolymers, where one also has a local order parame-
ter deviation of the form m(z) = A exp(−z/ξ) cos(qz+Ψ)

but one uses the same form of F
(bare)
s as for the ferro-

magnet, and obtains as a second boundary condition the
condition

∫∞
0 m(z)dz = 0, due to the conservation of the

total concentration of A-monomers and B-monomers sep-
arately. In the present case, however, the integral of the
deviation, ms = 1

a

∫∞
0 m(z)dz, the surface excess mag-

netization and associated surface excess susceptibility, do
have a nontrivial critical behavior. One finds that χs for
κ < κL shows a divergence as for the nearest neighbor
ferromagnet, χs ∝ χbξ

+ ∝ (T/Tcb(κ) − 1)−3/2, and there
is a singularity of the “critical amplitude” as κ→ κL, due
to the behavior of ξ+ noted above (χb shows the standard
Curie-Weiss behavior for κ = κL as well). In view of this
result, it is no surprise that at the Lifshitz point κ = κL

itself the analogous behavior χs ∝ χbξ ∝ (T/TL − 1)−5/4

must be interpreted in terms of a distinct surface suscep-
tibility exponent γL

s = 5/4, while in the regime of the
modulated phase χs stays finite, it shows a cusp-like be-
havior {χs = χcrit.

s − χ̂s[T/Tmb(κ) − 1]1/2} of the same
type as the surface layer susceptibilities χ11(κ) and χ1(κ)
do. While χ11(κ) has a cusp-like singularity of this type
also for κ < κL and hence χcrit.

11 is finite for all κ, both
χcrit.

1 and χcrit.
s diverge as κ approaches κL from above.
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For κ ≤ κL, we find that χ1 diverges as (T/Tcb(κ)−1)1/2,
and hence we conclude γL

1 = 1/2 while for κ = κL χ11 =
χcrit.

11 − χ̂11[T/TL− 1]1/4, i.e. γL
11 = −1/4. Further critical

exponents describing the surface critical behavior at the
Lifshitz point follow from scaling laws. The difference in
behavior of χ1 and χs for κ < κL and κ > κL is expected,
of course, since a uniform field H is conjugate to the order
parameter in the bulk for κ ≤ κL but not for κ > κL.

It should be emphasized that the continuum model de-
scribes the critical behavior accurately only if also the sub-
leading lengths, ξ− or Λ, are very large, while the discrete
model can describe the critical behavior of the ANNNI
model in mean field approximation for all κ. On the other
hand, one does not expect that mean field theory is an
accurate description of the actual critical behavior of the
system at all. The continuum theory might be useful as
a starting point for a more accurate treatment employ-
ing the renormalization group theory. Clearly the present
treatment can be taken as a first step only. Even within
mean field theory, a treatment of both the case of other
surface orientations, more general interactions (J1 and J2

could differ from their bulk values if they couple spins
in the surface plane) and the case T < Tcb would be of
interest.

Also, simulation studies of suitable models as well as
experiments on corresponding systems would be very de-
sirable. It is hoped that the present study will stimulate
work along these directions.

This work was supported by the Guggenheim Foundation, NSF
Grant DMR 9828224, and by the Deutsche Forschungsgemein-
schaft (DFG) under SFB 262/D1. One of us, H.L.F., acknowl-
edges helpful interactions with A. Latz.

Note added in proof

A brief treatment of surface critical behavior near the
Lifshitz point was also attempted by G. Gumbs, Phys.
Rev. B 33, 6500 (1986). However, the boundary condi-
tions that he postulated do not seem to agree with those
that we have derived. We think his conclusion about the
absence of a surface transition is in error. We are grateful
to S. Dietrich for drawing our attention to this reference.
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